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Dynamic Synthetic Minority Over-Sampling
Technique-Based Rotation Forest for the

Classification of Imbalanced Hyperspectral Data
Wei Feng , Gabriel Dauphin, Wenjiang Huang, Yinghui Quan , Wenxing Bao , Mingquan Wu, and Qiang Li

Abstract—Rotation forest (RoF) is a powerful ensemble classifier
and has attracted substantial attention due to its performance in
hyperspectral data classification. Multi-class imbalance learning is
one of the biggest challenges in machine learning and remote sens-
ing. The standard technique for constructing RoF ensemble tends
to increase the overall accuracy; RoF has difficulty to sufficiently
recognize the minority class. This paper proposes a novel dynamic
SMOTE (synthetic minority oversampling technique)-based RoF
algorithm for the multi-class imbalance problem. The main idea
of the proposed method is to dynamically balance the class distri-
bution before building each rotation decision tree. A resampling
rate is set in each iteration (ranging from 10% in the first iteration
to 100% in the last) and this ratio defines the number of minority
class instances randomly resampled (with replacement) from the
original dataset in each iteration. The rest of the minority class
instances are generated by the SMOTE method. The reported re-
sults on three real hyperspectral datasets show that the proposed
method can get better performance than random forest, RoF, and
some popular data sampling methods.

Index Terms—Ensemble learning, hyperspectral image classifi-
cation, imbalance learning, rotation forest (RoF).
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I. INTRODUCTION

HYPERSPECTRAL image data is widely used in land
cover mapping, environmental modeling and monitoring,

and updating geographical databases [1]. Class distribution, i.e.,
the proportion of instances belonging to each class in a dataset,
plays a key role in remote sensing research [2]. However, many
hyperspectral data classification tasks suffer from the class im-
balanced problem, in which some classes are highly underrep-
resented as compared to other classes [3], [4]. This skewed
distribution makes many classic classification algorithms less
effective [3]. In addition, dealing with imbalanced multi-class
tasks, which always happen in remote sensing data, is harder than
dealing with two-class ones [5]–[8]. Consequently, how to clas-
sify imbalanced data of multi-classes effectively has emerged as
one of the biggest challenges in machine learning and remote
sensing.

The objective of imbalance learning can be generally de-
scribed as obtaining a classifier that will provide high accuracy
for the minority class without severely jeopardizing the accuracy
of the majority class [2]. Many efforts have been devoted to im-
balanced learning problems, such as cost-sensitive methods [9],
kernel-based methods [10], and active learning methods [11].
However, cost-sensitive methods need to define misclassifica-
tion costs, which are not usually available in the datasets. The
kernel-based methods and active learning methods have large
computation costs, especially for large datasets [11], [12]. The
sampling approach is popular in dealing with the class imbal-
ance problem of remote sensing [13]–[15]. The method avoids
the modification of the learning algorithm and tries to decrease
the effect of imbalanced data with a preprocessing step. Ran-
dom under-sampling (RUS), random over-sampling (ROS) and
synthetic minority oversampling technique (SMOTE) are the
most popular data sampling methods. Ensemble learning, which
fuses the predictions made by the single classifiers into global
predictions, has been successfully applied to hyperspectral im-
age classification [13], [16]–[18]. The ensemble-based method
is a new category in imbalanced domains [12]. Chawla et al. pro-
posed the SMOTEBoost method by combining SMOTE with the
AdaBoost.M2 [19] ensemble algorithm [20]. Similar boosting-
based ensemble methods are RUSBoost (Random UnderSam-
pling Boosting) [21], EUSBoost (Evolutionary UnderSampling
Boosting), [22] and cost-sensitive boosting [23]. However, these
methods pay more attention to the binary imbalanced problem
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[24]. Moreover, most boosting-based methods are very sensi-
tive to noise [2]. Bagging-based methods have some advantages
such as easy operation, robustness, and high scalability of bag-
ging, hence, they are more popular in imbalance learning [25].
Examples in this regard include SMOTEBagging [5] and Un-
derBagging [26], which could be adopted in dealing with both
binary and multi-class imbalance issues [2]. Random forest (RF)
is a successful version of bagging. Hence, RF should deal with
imbalanced data by being extended from all bagging-based im-
balance learning methods and may outperform these methods,
especially for multi-class tasks [2]. Two well-known RF-based
imbalance learning methods are balanced random forests (BRF)
[27] and weighted random forest (WRF) [27].

Rotation forest (RoF) is a powerful ensemble classifier that
draws upon the idea of RF but has attracted more attention due
to its performance in the hyperspectral remote sensing domain
[13], [17], [28]–[31]. Several approaches have been proposed
to further improve the performance of RoF [30]–[32]. However,
the performance of these methods are evaluated only in the case
of balanced data distribution. There is relatively less investi-
gation of RoF when dealing with multi-class imbalanced data.
Moreover, as the standard technique for constructing the RoF
ensemble only tends to increase the overall accuracy, RoF still
has difficulty to sufficiently recognize the minority class [33].
Hence, the RoF ensemble methods have to be designed specifi-
cally to effectively handle the class imbalance problem [12].

The major contribution of this paper is to propose a novel
dynamic synthetic minority oversampling technique combined
RoF (DSRoF) algorithm for the multi-class imbalance prob-
lem. The main idea of the proposed method is to dynamically
balance the class distribution by SMOTE before building each
rotation decision tree. A resampling rate α% is set in each itera-
tion (ranging from 10% in the first iteration to 100% in the last)
and this ratio defines the number of minority class instances ran-
domly resampled (with replacement) from the original dataset in
each iteration. The rest of the minority class instances are gener-
ated by the SMOTE method. The effectiveness of the proposed
approach is assessed on three real hyperspectral datasets. The
reported results show that the proposed method can get better
performance than RF, RoF, and data sampling methods (RUS,
ROS, and SMOTE).

The remaining part of this paper is organized as follows.
Section II presents an overview of the related work. Section
III describes in detail the proposed methodology. Then, Section
IV presents the results and discussion. Finally, the conclusions
are given in Section V.

II. RELATED WORK

When RF and RoF are employed for accurate hyperspec-
tral image classification, the data sampling methods, such as
RUS, ROS, and SMOTE, are always adopted in the data
preprocessing step to alleviate the negative effect of the class
imbalance. The objective of this paper is to find an internal over-
sampling-based ensemble method to overcome the multi-class
imbalance problem. This section provides an introduction to

the background on the data sampling methods (RUS, ROS, and
SMOTE), RF, and RoF. A training set with N samples and L
classes is denoted as S = [X,Y ] = {xi, yi}Ni=1, where X is the
dataset containing the training objects, xi is a D dimensional
vector with feature values F , Y is a vector with class labels for
the data, and yi takes a value from the set of class labels 1, ..., L.

A. Data Random Sampling Methods

RUS balances class distribution through the random elimi-
nation of majority class examples, i.e., |N ′maj |= |Nmin|, where
|N ′maj | is the size of the majority class of the balanced dataset
and |Nmin| is the size of the minority class of the original dataset.

ROS gets balanced data by randomly replicating minority
class instances. In ROS, a new minority training set is sampled
(with replacement) from the original minority class training in-
stances such that |N ′min| =|Nmaj |, where |N ′min| is the size of
the minority class of the final balanced dataset and |Nmaj | is the
size of the majority class of the original dataset.

B. Synthetic Minority Over-Sampling Technique (SMOTE)

SMOTE, proposed by Chawla et al., is the most popular over-
sampling method and it can avoid the overfitting problem [34]–
[36]. Its main idea is to create new minority class examples by
interpolating several minority class instances that lie together.
Different from the ROS, the new minority class instances of
SMOTE are synthesized in the feature space rather than in the
data space. The new synthetic samples are created by specify-
ing two parameters: the number of nearest neighbors (k) and
the over-sampling rate. In SMOTE, a minority class sample x1

is first chosen. Then, new synthetic samples xnew for contin-
uous features are generated through the following three steps
1): calculate the distance between x1 and one of its k nearest
neighbors x2, x1 − x2; 2) multiply the distance obtained in the
first step by a random number δ between 0 and 1, δ(x1 − x2);
and 3) add the value obtained from second step to the feature
value of the original feature vector, xnew = x1 + δ(x1 − x2).
The over-sampling rate decides how many synthetic instances
of the minority class will be generated.

C. Random Forest (RF)

RF is an improved version of bagging. But it uses two random-
ization principles: random instance selection and random feature
selection. A RF could be described as a classifier consisting of
a collection of tree-structured classifiers h(x,Θk), k = 1, ..., L
where Θk are independent and identically distributed random
vectors and each tree h(x,Θk) casts a unit vote for the most
popular class at input x [37]. The base classifier in RF is Classi-
fication and Regression Trees (CART). However, there are two
main differences between the trees in RF and traditional CART:
1) in the growing step, at each node, the best split is calculated
only among a fixed number of input variables which are ran-
domly chosen; and 2) the tree in RF grows to the maximum
depth with no pruning.
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D. Rotation Forest (RoF)

The RoF method [28] draws upon the idea of RF. It has
more diversity by combining several randomization techniques
to build a sub-problem dataset which is projected into a new
feature space. An RoF model of T size is built by carrying out
the following steps.

1) RoF uses bootstrap technology to get several diverse train-
ing sets.

2) The feature space F of a training set is split randomly into
G subspaces which are disjoint.

3) Then the principal component analysis (PCA) [38] is ap-
plied separately on each subspace Ft,g (g ≤ G, t ≤ T ) to
obtain the coefficients ct,g (g ≤ G, t ≤ T ). The obtained
vectors with coefficients are organized in a sparse “rota-
tion” matrix Rt (t ≤ T ).

Rt =

⎡
⎢⎢⎢⎢⎣

c
(1)
t,1 · · · c(M1)

t,1 0 · · · 0

0 c
(1)
t,2 · · · c(M2)

t,2 · · · 0
...

...
. . .

...

0 0 · · · c(1)t,g · · · c(MG)
t,g

⎤
⎥⎥⎥⎥⎦

where M = �D/G� is the feature number in each subset.
4) A rotation matrixR′t (t ≤ T ) is constructed by rearranging

the columns of the matrixRt to match the order of original
features F .

5) A new training dataset S ′t = [St ·R′t, Yt] is produced, and
then used to train an individual classifier ht (t ≤ T ).

6) The results of a series of individual classifiers, generated
by repeating the aforementioned process on all diverse
training sets, are fused by majority vote rule.

III. METHOD

The process of the novel DSRoF method is detailed in
Algorithm 1. DSRoF is inspired by SMOTEBagging [5]. This
method has a lower risk of losing information than using RUS in
the preprocessing step then training a RoF (RUS-RoF). In addi-
tion, DSRoF could result in more ensemble diversity than using
ROS or SMOTE in the data preprocessing step before build-
ing a RoF model (ROS-ROF and SMOTE-RoF). Moreover, the
DSRoF framework could be used in dealing with the multi-class
imbalanced data problem, one of the biggest challenges in hy-
perspectral data classification.

Let us suppose Ni is the number of training instances of the
ith class. Those classes are sorted in descending order accord-
ing to their number of instances. Then, N1 is the training size
of the largest class 1 and NL is the training size of the smallest
class L. A resampling rate α% is adopted to define the num-
ber of minority class instances which will be selected from the
original dataset in each iteration. By considering the case of
Ni (1 ≤ i ≤ L) < α% ·N1, we use random resample with re-
placement to obtain the α% ·N1 minority class samples from
the original dataset. The (1− α%) ·N1 minority class instances
are generated by the SMOTE algorithm. All the instances of the
largest class are kept. A new balanced dataset is produced by
combining the samples of the largest class, bootstrapped sam-
ples, and generated instances of all the other classes. In the next

Algorithm 1: Dynamic SMOTE-Based Rotation Forest
(DSRoF).

1: Training phase
2: Input: S = [X,Y ] = {xi, yi}Ni=1: training set; α%:

resampling rate; L: number of classes; Ni: the number
of training instances of ith class; F : feature set; G:
number of feature subsets; T : number of classifiers; h:
Ensemble creation algorithm; E = ∅: a rotation forest
ensemble.

3: Process:
4: Sort the classes of the imbalanced data in descending

order according to their number of instances.
5: for t = 1:T do
6: Keep all the N1 instances of the largest class 1
7: for c = 2:L do
8: Obtain the dataset Sct (c = 2, ..., L) by

randomly resampling α% ·N1 instances from
the original dataset with replacement

9: Obtain a balanced dataset S ′ct (c = 2, ..., L) by
combining Sct (c = 2, ..., L) and
(1− α%) ·N1 minority class instances
generated by the SMOTE algorithm

10: end for
11: Construct a new balanced dataset

St (c = 1, ..., L) by combining the N1 largest
class training instances with S ′ct (c = 2, ..., L).

12: Randomly split the feature set F of St into G
subsets Ft,g

13: for g = 1:G do
14: Compose the data St,g for the features in Ft,g

frame and apply PCA on St,g to get the
coefficients ct,k

15: end for
16: Construct a rotation matrix R′t by rearranging the

columns of the matrix Rt composed of the
coefficients ct,g to match the order of original
features F .

17: Obtain the final balanced training set
S ′t = [St ·R′t, Yt]

18: Train an classifier ht using S ′t
19: E ← E ∪ ht

20: Change percentage α%.
21: end for
22: Output: The ensemble E

1: Prediction phase
2: Inputs: the ensemble E = {ht}Tt=1; a new sample x∗.
3: Output: Class label

y∗ = argmax
∑T

t (ht(x∗)=c, c∈{1,2,...L}) 1.

phase, the feature set F of the balanced training set is split ran-
domly intoG disjoint subsets, then principal component analysis
(PCA) is applied separately on each subset. Finally, a decision
tree is trained on the new training data which is produced by con-
catenating the linear extracted features contained in each subset
as in the traditional RoF method.
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TABLE I
DATA INFORMATION

TABLE II
CLASSIFICATION RESULTS (%) OF THE INDIAN PINES AVRIS IMAGE, RESPECTIVELY OBTAINED BY RF, ROF, RUS-ROF, ROS-ROF,

SMOTE-ROF, AND THE PROPOSED DSROF IN THE CASE OF THE IMBALANCE RATIO OF 73.6

An example is used to illustrate the definition of α% and
of the yielded subsets. When the range of the sampling ratio
α% is set from 10% to 100%. For the building of the first tree,
10% ·N1 samples will be selected from the original minority
class dataset. SMOTE will generate the rest (1− 10%) ·N1 mi-

nority class instances for the final balanced dataset. Then the a%
will be updated to 20% for the second tree, 30% for the third
tree, and 100% for the tenth tree. If we build T = 30 classifiers
as ensemble members, every ten classifiers will be built with
different resampling rates ranging from 10% to 100%.
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TABLE III
CLASSIFICATION RESULTS (%) OF THE UNIVERSITY OF PAVIA ROSIS IMAGE, RESPECTIVELY OBTAINED BY RF, ROF, RUS-ROF, ROS-ROF,

SMOTE-ROF, AND THE PROPOSED DSROF IN THE CASE OF THE IMBALANCE RATIO OF 19.83

IV. EXPERIMENTAL RESULTS

A. Experiment Settings

To evaluate the performance of DSRoF, described in the
previous section, RF, traditional RoF, data preprocessing in-
volving RUS, ROS, and SMOTE combined rotation forest
(RUS-RoF, ROS-RoF, and SMOTE-RoF) are utilized in the
comparative analysis. Classification and Regression Trees
(CART) are used as base classifiers in the experiments. All en-
sembles are implemented with 30 trees. Other parameters of RF
and CART are kept to their default values in R-project packages,
“randomForest” and “rpart” (https://cran.r-project.org/web/
packages/randomForest/index.html, https://cran.r-project.org/
web/packages/rpart/). For the proposed DSRoF and other RoF-
based methods, the number of feature subsets G is set to 30.
The range of sampling parameter α% is set to [10%, 20%,
30%...100%]. All the presented results are averaged over ten
independent runs of the algorithm.

B. Evaluation Methods

Average accuracy (AA) and overall accuracy (OA), which
respectively represent the average of the accuracies for each
class and the percentage of correctly predicted instances, are
first employed as evaluation methods. F-measure, Gmean, and
minimum Recall [2], which are the most popular to evalu-
ate multi-class imbalance learning methods, are also used in
the experiments. The computing times of all the algorithms
are given. The significance of the differences in the classifi-
cation performance between DSRoF and other models is as-
sessed by McNemar’s test (Z). McNemar’s test is calculated
by Z = (f12 − f21)/

√
f12 + f21, where f12 is the number of

samples correctly classified by classifier 1 and misclassified by

classifier 2. Diversity [39], [40], considered as a very impor-
tant concept in ensemble learning, is adopted for the analysis of
each model in this study. It can be calculated by Diversity =
− 1

NT 2

∑N
i=1 t(xi)(T − t(xi)), where T is the ensemble size,

t(xi) is the number of classifiers that correctly recognize sam-
ple xi, and N represents the number of samples. For an intuitive
comparison of all the algorithms, we use an ensemble margin-
based categorization map method, in which the prediction labels
of the unknown instances are shown only when those instances’
unsupervised margin values are over one [36]. Generally, the in-
stance with margin value of 1 means the data has high probability
to be classified correctly [36].

C. Datasets

The DSRoF is evaluated on three standard hyperspectral
images: Indian Pines AVRIS; University of Pavia ROSIS; and
Salinas.

1) Indian Pines AVRIS is highly imbalanced and composed
of 145 * 145 pixels, with a spatial resolution of 20 m/pixel
and 200 spectral bands. The reference data with 16 classes
are composed of 10 249 samples.

2) University of Pavia ROSIS consists of 610 * 340 pixels
with a spatial resolution of 1.3 m/pixel, and 103 spectral
bands. The reference data with nine classes are composed
of 42 776 instances.

3) Salinas consists of 512 * 217 pixels with a spatial resolu-
tion of 3.7 m/pixel, and 224 spectral bands. The reference
data with 16 classes are composed of 54 129 instances.

In order to objectively evaluate the performance of a clas-
sifier, the training set and the test set should be independent.
Hence, the data sampling (without replacement) technology is
used to divide the reference dataset into two nonoverlapping

https://cran.r-project.org/web/packages/randomForest/index.html
https://cran.r-project.org/web/packages/rpart/
https://cran.r-project.org/web/packages/rpart/
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TABLE IV
CLASSIFICATION RESULTS (%) OF THE SALINAS IMAGE, RESPECTIVELY OBTAINED BY RF, ROF, RUS-ROF, ROS-ROF, SMOTE-ROF,

AND THE PROPOSED DSROF IN THE CASE OF THE IMBALANCE RATIO OF 12.51

TABLE V
STATISTICAL SIGNIFICANCE OF DIFFERENCE AMONG THE CLASSIFIERS

parts: training set and test set. In addition, to better investigate the
effectiveness of the proposed DSRoF for the classification of the
imbalanced hyperspectral data, the data with a high imbalance
ratio (IR) is considered in our experiment. For data Indian Pines
AVRIS, 30% of original reference data are sampled randomly
without replacement to construct training sets. We note that for
the smallest classes Grass-pasture-mowed and Oats of the data
Indian Pines AVRIS, only half of their instances are selected
randomly to construct training sets. For data University of Pavia
ROSIS and Salinas, 5% of their instances are selected randomly
from original reference data to construct training sets. All the
unselected instances compose corresponding test sets. More de-
tails about the data information could be found in the Table I. The

IR is calculated by dividing the number of the smallest class by
the number of samples of the largest class. The IR of the training
sets of the three datasets are 73.6, 19.83, and 12.51, respectively.

D. Results and Analysis

Tables II, III, and IV present the AA, OA, F-measure, Gmean,
and minimum Recall of the RF, traditional RoF, three data sam-
pling combined RoF methods, and the proposed DSRoF, on the
hyperspectral images Indian Pines AVRIS, University of Pavia
ROSIS and Salinas, respectively. The best results for each data
are highlighted in bold font. The experimental results in those
tables show that traditional RoF biases of the classification of
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TABLE VI
ENSEMBLE DIVERSITIES OF THE CLASSIFIERS

Fig. 1. Ground truth (GT) and classification maps of random forest (RF), rotation forest (RoF), random under-sampling (RUS) combined, random oversampling
(ROS) combined, SMOTE combined rotation forest (RUS-RoF, ROS-RoF and SMOTE-RoF), as well as the proposed dynamic SMOTE-based rotation forest
method DSRoF on the hyperspectral data Indian Pines AVRIS. (a) GT. (b) RF. (c) RoF. (d) RUS-RoF. (e) ROS-RoF. (f) SMOTE-RoF. (g) DSRoF.

most major classes and RF presents better performance in the im-
balance case. In addition, all the imbalance learning algorithms
lead to an improved classification of the smallest class.

Oversampling combined methods obviously outperform
undersampling-based ensemble classifiers. The major draw-
back of undersampling is that it can discard potentially use-
ful data, which could be important for the induction process.
SMOTE-based schemes obtain better results when compared

with ROS-based RoF. Although the SMOTE technique could
produce additional noise during the data balance process, the
RoF has good noise robustness and moderate noise could even
improve the performance of RoF. The proposed DSRoF always
achieves the best performance. It can increase not only the av-
erage accuracy but also the overall accuracy especially in deal-
ing with the data of higher imbalance ratio (Table II). On the
dataset Indian Pines AVRIS, with respect to RF, RoF, RUS-RoF,
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Fig. 2. Ground truth (GT) and classification maps of random forest (RF), rotation forest (RoF), random undersampling combined (RUS), random oversampling
(ROS) combined, SMOTE combined rotation forest (RUS-RoF, ROS-RoF and SMOTE-RoF), as well as the proposed dynamic SMOTE-based rotation forest
method DSRoF on the hyperspectral data University of Pavia ROSIS. (a) GT. (b) RF. (c) RoF. (d) RUS-RoF. (e) ROS-RoF. (f) SMOTE-RoF. (g) DSRoF.

ROS-RoF, and SMOTE-RoF, the best increases in AA are over
16%, 29%, 14%, 8%, and 8%, respectively, and the best in-
creases in OA are over 10%, 12% 25%, 16%, and 16%, re-
spectively. Moreover, the results of F-measure and Gmean also
demonstrate the better performance of the proposed method for
the classification of the hyperspectral images when compared
with other methods.

Table V shows the results of McNemars test for statistical
comparisons of the classification performance of the proposed
DSRoF to that of RF, RoF, RUS-RoF, ROS-RoF, and SMOTE-
RoF, respectively on the three datasets. The numbers in the table
are the Z values. Z > 0 means that classifier 1 is more accurate
than classifier 2. Moreover, the difference between the two clas-
sifiers is to be statistically significant if |Z| is greater than 1.96.
Table V shows that all of the Z values are over 1.96. Therefore,
according to McNemars test, DSRoF significantly outperforms
RF, RoF, and other data sampling combined RoF methods.

Diversity is an essential definition of ensemble learning. The
diversities of all the methods are shown in Table VI. This table
shows that the traditional RoF statistically obtains the lowest
diversity values. Although the RUS method could lead to higher
diversity than other methods, it does not benefit the overall ac-
curacy increase. The proposed DSRoF method has the best re-
sults among the three oversampling combined methods. Hence,

the dynamic internal imbalance sampling-based ensemble ap-
proach works better than the methods consisting of first prepro-
cessing data and then using a standard ensemble on balanced
data.

For a more intuitive comparison of the proposed method and
other reference methods, the categorization map is adopted.
Figs. 1–3 exhibit the classification maps obtained by different
classification methods for Indian Pines AVRIS, University of
Pavia ROSIS, and Salinas images. DSRoF could result in more
accurate cartography with respect to RF, traditional RoF, and
other improved RoF methods.

In order to study the influence of subspace size on RoF con-
struction, we present in Figs. 4 and 5 the evaluation of the average
accuracy and overall accuracy for all the RoF methods on the
three datasets. In this experiment, the size T of the ensemble is
still set to 30 and the tested number of subspace G is set as (5,
10, 20, 30, 40, 50). Fig. 4 shows that almost all the improved
methods have better results with respect to the traditional RoF.
The best increase in average accuracy is obtained by the pro-
posed method. Fig. 5 exhibits that RoF results in higher overall
accuracy than UnderRoF, OverRoF, and SMOTERoF. But the
best increase results are still obtained by DSRoF. Moreover, the
proposed method DSRoF is not very sensitive to the subspace
size.
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Fig. 3. Ground truth (GT) and classification maps of random forest (RF), rotation forest (RoF), random undersampling(RUS) combined, random oversampling
(RS) combined, SMOTE combined rotation forest (RUS-RoF, ROS-RoF and SMOTE-RoF), as well as the proposed dynamic SMOTE-based rotation forest method
DSRoF on the hyperspectral data Salinas. (a) GT. (b) RF. (c) RoF. (d) RUS-RoF. (e) ROS-RoF. (f) SMOTE-RoF. (g) DSRoF.

Fig. 4. Evolution of the average accuracy according to the subspace size (G). (a) Indian Pines AVRIS. (b) University of Pavia ROSIS. (c) Salinas.

Fig. 5. Evolution of the overall accuracy according to the subspace size (G). (a) Indian Pines AVRIS. (b) University of Pavia ROSIS. (c) Salinas.
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V. CONCLUSION

In this paper, we have proposed a novel dynamic SMOTE-
based rotation forest (DSRoF) method for the imbalance
learning of the multi-class hyperspectral data. DSRoF builds
an ensemble of rotation decision trees by training each of
them on the different balanced dataset generated dynamically
by SMOTE and a resampling ratio. The proposed method is
compared with other related algorithms (RF, RoF, RUS-RoF,
ROS-RoF, and SMOTE-RoF) on three public hyperspectral
image datasets. Several measures are used to evaluate the per-
formance of the proposed method. Experimental results show
that the proposed method can provide a competitive solution for
imbalanced hyperspectral image classification. Moreover, the
parameter analysis has also been operated, and the result shows
that the proposed method has better robustness with respect to
the reference methods.
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